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Abstract

Unlike attached cavitation, where the cavitation boundary is steady or changes relatively slowly and periodically, the
cavitation such as that observed in an underwater explosion consists of a dynamically developing boundary and can
evolve to a certain dimension before collapsing very violently. The development and collapse of such cavitation is
sustained mainly by the pressure jump across the cavitation boundary. In this work, the focus is on developing a one-
fluid model for such cavitating flows. After the analysis and discussion are carried out for some existing one-fluid
cavitation models, such as Vacuum model, Cut-off model and Schmidt’s model, a mathematically more consistent one-
fluid model is then developed to study the creation, evolution and collapse of such unsteady cavitation by assuming that
the cavitating flow is a homogeneous mixture of isentropic gas and liquid components. In the model, both the ambient
water and the mixture of cavitating flow are taken as compressible. Besides the theoretical analysis, the present model is
also tested against various problems with either exact solution, or experimental data or comparison to other existing
models, and then applied to a 3D underwater problem in a cylinder.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Fluid-flow with cavitation occurs when the low pressure in the liquid reaches towards the limit of vapour
pressure. One example is the flow generated by an underwater explosion near a structure and a free surface
[19], where (bulk) cavitation just below the free surface and (hull) cavitation nearby the structure surface are
usually created and collapse very violently. The dominant difficulties for simulating such kinds of cavitating
flows are dynamical phase creation, dynamical interface creation, and treatment of the cavitating flow and
cavitation collapse.
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In numerical modelling of cavitating flow so far, most of the works are focused on the attached/sheet
cavitation. Such cavitation normally has a fairly well-defined cavity full of vapour at saturated pressure
together with a mixed wake part of bubbly flow. For the attached cavity, its shape is usually under steady/
quasi-steady conditions or changes relatively slowly and/or periodically.

The numerical simulation for cavitating flow can be broadly divided into two categories: the interface
tracking method and the continuum modelling method. Interface tracking method assumes that there is a
clear and distinct interface between the liquid and vapour, which is determined via an iterative procedure
[5,7,8]; such method is usually employed to solve the attached cavitation problem. On the other hand, a
continuum method makes no attempt to track the liquid and vapour interface, but instead treats the flow as
two-phases with an averaged mixture density, which continuously varies between the liquid and vapour
extremes [2,6,14-16,25,30,31]. Such an approach is also sometimes called two-phase model.

The two-phase model is becoming more and more popular in recent times partly because it is able to
include all the possible physics of cavitating flows. In its implementation, there are generally two different
approaches. One is called the two-fluid method. The other is the one-fluid method. The first approach
assumes that both phases co-exist at every point in the flow field and each phase is governed by its own set
of differential equations. As a result, the total number of partial differential equations to be solved can be
doubled in contrast to the single-phase flow [24]. This approach is also extensively applied to simulate
compressible multi-medium flows [3,9,29]. Because the exchange of mass, momentum and energy is treated
explicitly as transfer terms in this approach, the two-fluid model can relatively easily take into account the
physical details occurring at the cavitating interface such as mass/energy exchange, thermal transfer and
even surface tension. However, some quantities such as exchange rates [2,16,25,30] and the viscous friction
between the two phases [15,25] have to be known a priori; such quantities are usually very difficult to be
obtained whether experimentally or otherwise. On the contrary, the one-fluid method treats the cavitating
flow as a mixture of two fluids behaving as one. Thus, one set of differential equations similar to the single-
phase flow expresses the whole fluid motion. The most difficult part for this approach is to define a proper
constitutive relation (equation of state) for the mixture to close the system [6,26,31]. In order to define the
constitutive relation, the mixture is usually supposed or assumed to be homogeneous and barotropic [6,26].
If possible, one can also define this relation using the tabulated mixture properties similar to that carried
out in [31] for simulating water and vapour mixture. Because the flow parameters obtained are in the
averaged sense for the one-fluid model, it is difficult for such a model to resolve the detailed physics or
quantities related to detailed phase transition. However, it is very easy to treat the dynamic creation and
collapse of cavitation (as will be shown in Section 3).

Instead of the abovementioned steady attached/sheet cavitation, the present interest is on unsteady
cavitation, which consists of a dynamically developing boundary and commonly observed in the under-
water explosion, where both the ambient liquid and the mixture have to be considered as compressible; the
development and collapse of such cavitation is sustained mainly by the pressure jump across the cavitation
boundary. In contrast to the attached/sheet cavitation, where relatively extensive studies have been carried
out, there is much less work on the latter in literature. Because the cavitation dimension and pressure surge
caused by cavitation collapse are the major concerns in the underwater explosion, the developed methods
for modelling such cavitating flows are usually one-fluid methods and governed by the Euler equations,
where the flow viscosity, thermal conductivity, surface tension and turbulence are generally neglected. The
commonly used one-fluid models for such cavitating flow are the Cut-off model and the Vacuum model.
Both are essentially pure-fluid models and no phase exchange is taken into account. In the Cut-off model
like those used by Aanhold et al. [1] and Wardlaw and Luton [33], flow pressure is simply re-instated as a
given value and computation continues whenever the liquid pressure is detected lower than a given critical
level. In the pressure cut-off (cavitating) region, the flow medium is still the same liquid and no phase
change is considered. The Cut-off model is quite easy to implement and use. However, there are obvious
physical violations; the conservation law may not be maintained and the hyperbolic system of equations is
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non-physically degenerated due to the pressure and the associated density cut-off and the zero sound speed
in the cavitating region. The Vacuum model treats the cavitation zone of zero mass inside and is an ideal
approximation of the cavitation. This model is physically reasonable because usually only a small amount
of liquid transforms into vapour and the vapour density is about O(10~*) of the liquid density. The idea of
neglecting the amount of vapour is also used in the simulation of attached/sheet cavitation [15]. Tang and
Huang [27] developed a vacuum model to study 1D inviscid cavitating flow. Their vacuum model was based
on the solution of a local gas-liquid—vacuum Riemann problem. Although it is well established both
mathematically and numerically for 1D inviscid compressible cavitating flow, the extension of this model to
multi-dimensions, as we are aware, has yet to be established probably due to the (difficult) requirement of
constructing a local Riemann solver, where the vacuum boundary needs to be traced and a special Riemann
problem in the neighbourhood of the vacuum region has to be solved. Schmidt et al. [26] developed a one-
fluid model for modelling high-speed cavitating nozzles. Schmidt’s model is applicable for small size cav-
itation of high pressure. To extend the application of this model to the water hammer phenomenon, Qin et
al. [21] incorporated a model constant into Schmidt’s model. However, by a strict mathematical analysis,
this model constant, which was chosen to be in the range from 10~ to 1073, should be determinable and
equal to one if one requires that the equation of state developed for the cavitating flow is mathematically
consistent with the formulation of sound speed used.

The two-fluid model is seldom employed to the present flow of interest on unsteady cavitation because
the parameters relating to phase exchange are generally unknown. The multi-phase (two-fluid) model de-
veloped by Saurel and co-workers [11,23,24] has been shown applicable to a range of problems involving
multi-phase and multi-medium compressible flows. This is, however, a quite complicated model involving
non-conservative terms related to phase exchange. To simulate cavitating flow using this model, the initial
pure liquid has to be supposedly mixed with a negligible amount of vapour. Thus far, we are only aware
that this model has been used to simulate cavitating flow of Case 2 as detailed in Section 4.

Because the present interest lies in the simulation of unsteady cavitation as (possibly) occurring in an
underwater explosion, the influence of flow viscosity, turbulence, thermal non-equilibrium and cavitation
surface tension are considered as secondary and neglected. Since the cavitation dimension and cavitation
collapse (pressure surge) are the primary concerns and coupled with difficulty to determine the physical
phase exchange rates for such cavitating flows, we have decided to suppress the explicit phase transfer terms
in the present work by using the one-fluid model. This leads naturally to one main objective in this study to
develop a pertinent equation of state for the mixture. Due to the employment of Tait’s EOS, which is
homogeneous and isentropic, the present one-fluid model for the mixture is therefore developed under the
same assumptions of homogeneous and isentropic gas and liquid components.

One may have observed that, to reflect the compressibility characteristics of cavitating flow, some two-
phase models developed for simulating the attached/sheet cavitation simply employ the standard sound-
speed formula of homogeneous mixture in [4,32] to define the sonic speed but still assume the liquid
component to be incompressible in the mixture region. It should be noted that this homogeneous sound-
speed formula should be strictly obtained by assuming both the liquid and vapour components are
compressible. Thus, there is an apparent mathematical inconsistency inherent in such two-phase models.
Although satisfactory results may be provided when applied to the attached/sheet cavitation, inaccuracies
or incorrect solution can occur when applied to larger size or unsteady cavitation problems. To better
understand the existing one-fluid models, a careful analysis on each will also be carried out in this work. To
remove the mathematical inconsistence as mentioned above, the key is to accurately find the relationship
between pressure and void fraction; for homogeneous and isentropic flow, we argue that the change of void
fraction cannot be independent of pressure and should be a function of pressure alone. Overall, we expect
the present proposed one-fluid cavitation model to exhibit several key features:

e Relatively easy to use.
e No new governing equation to be added.
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e All phases including the mixture taken as compressible.
e The dynamic creation, evolution and collapse of cavitation.
e No mathematical and physical inconsistency under the assumptions used.

One will also find that the present model is very easy to extend to multi-dimensions. This work will focus
on the development and analysis of the present cavitation model, which will be validated by either com-
parison to the analytical solution, or experimental results or existing models, and then applied to a 3D
underwater explosion in a closed cylinder. Important conclusions will also be obtained vis-a-vis the analysis
carried out for the existing Vacuum model, Cut-off model and Schmidt’s model.

The text below is arranged as follows. In Section 2, the 1D Euler equations for compressible water,
vapour and mixture are presented. The jump relationship across the cavitation boundary is also discussed.
Moreover, some (important) conclusions will be reached on the behaviours of cavitation in the inviscid one-
fluid model. In Section 3, an isentropic one-fluid cavitation model will be developed and the relationship
between the void fraction and pressure will also be obtained. There is discussion and analysis carried out for
the Cut-off model and Schmidt’s model. Furthermore, some conclusions will also be reached about these
existing models. In Section 4, several problems are employed to test and verify the present cavitation model.
In this section, the present model developed is then applied to a 3D underwater explosion in a closed
cylinder, where shock—cavitation interaction and cavitation collapse occur. A brief summary is given in
Section 5.

2. Governing equation

In the present study, the cavitation to be considered in an underwater explosion has a dynamically
developing boundary. There is no information whether experimentally or otherwise on the local transfer
rates between liquid and vapour. Thus, we chose to utilise the one-fluid model to suppress these transfer
terms by assuming that the mixture of liquid and vapour is homogeneous, barotropic and no heat con-
ductivity. These are the usual and realistic assumptions for simulating cavitation occurring in cold water
and under high pressure condition in as an underwater explosion in the employment of the inviscid Euler
equation system. Since the governing equations used in the present study are the inviscid Euler equations
for compressible flows, effects of flow viscosity, turbulence, surface tension of interfaces and thermal non-
equilibrium are neglected.

2.1. Euler equation for barotropic flow

The 1D conservative equations for inviscid barotropic gas, water or bubbly flow can be written in a
consistent form as

oU OF(U)

&t =0 (2.1)
p=rp(p), (2.2)
p=oap, + (1 —a)p,. (23)

Here U = [p, pu]", F(U) = [pu, pu? + p|", p is the (averaged) flow density, u is the (averaged) flow velocity,
pis the (averaged) flow pressure, p, is the pure liquid density, p, is the pure gas (vapour) density and o is the
void fraction. If « is set to 0, it becomes a pure liquid flow, while if « is set to 1, the flow is a pure gas
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(vapour). Note that the system of equations (2.1) and (2.2) is closed for the pure liquid or gas medium. It is
not so for the mixture unless a way of determining « is given or provided.

In the mixture, the vapour component is assumed homogeneous, isentropic and compressible. Then we
have

P_ (L) (2.4)
Do ng
Here y is the ratio of specific heats and set to 1.4 in the present study unless otherwise specified, and p, is
the gas density at pressure py The water (liquid) medium and the liquid component in the mixture are also

assumed compressible and isentropic. In particular, we employ Tait’s equation, thereby giving rise to the
relation between pressure and water density as

N _ N
p3<ﬂ> ~B+A4 or £<ﬁ). (2.5)
Pw Po Pro

Here B and 4 are constants and set equal to 3.31 x 10® and 10° Pa, respectively, py = 4 and p,, = 1000 kg/
m? are initial pressure and density for water, p = p+ B, py = po + B, B=B — A, and N is a constant set to
7.15. The sound speeds associated with (2.4) and (2.5) can be expressed, respectively, by

12 12
)
a = d_p/> = Np_é . (2.7

Tait’s equation is the simplest form of EOS for compressible water flow. It works well when the pressure is
below 20,000 atm [12].
The EOS for the mixture will be developed in Section 3, which is a major goal of the present work.
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2.2. Relationship across the cavitation boundary

As mentioned above, the evolution of an unsteady cavitation may entail a pressure jump across the
cavitation boundary. As so, this gives rise to a local jump relation, which governs the motion of the cavi-
tation boundary. Assuming that there is a cavitation interface (boundary), x; in the cell [x4,x3], and the
liquid is located in [x4, x;], while the mixture occupies [x;, x3], using the integral-differential form of (2.1), we
have

d [*
— Udx+F;—F; =0, (2.8)
dr /.,
where Fp = F(U(xp,t)) and F; = F(U(x4,t)). On the other hand, by using the following differential-integral
equality

b(t) o)
d db da U, / ou d, (2.9)

a/am Uy dv=g =g Ut | &
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over the variable intervals [x,, x;] and [x;,x3], and substituting (2.1) into the right-hand side integral term of
(2.9), we obtain

d [ dx

&Acw@w:éW+a—ﬁ (2.10)
and

d [ oAy

mLzm@w_ UL+ By~ 2.11)

respectively. Summing (2.10) and (2.11), and using (2.8), we obtain the jump relationship across the moving
cavitation interface as

s(U —U)Y=F —F.. (2.12)

Here U} = lim,_,,- U(x,¢) and U} =lim,_,,, U(x,?), F} = F(U}), F} = F(UL) and s = dx;/dz. Hereafter,
the subscripts “¢”” and “m” indicate the “liquid” and “mixture” media, respectively. The superscript “I”
stands for “Interface” (cavitation boundary). (2.12) leads to the Rankine-Hugoniot relationship for the
propagation of an unsteady cavitation boundary in association with the inviscid one-fluid modelling (2.1).
(2.12) can be rewritten as

Py = Proms (2.13a)
Pi(0)) + P = pha(on)’ + Pl (2.13b)
where v} = u} — s and v}, =u! — 5. Some important conclusions can be deduced from (2.12) or (2.13).

Corollary 2.1. The inviscid one-fluid model allows the existence of a steady cavitation or cavitation convecting
with the local flow velocity.

For steady cavitation or cavitation convecting with the local fluid velocity, the averaged pressure and
averaged normal velocity are continuous across the cavitation interface. In such a situation, (2.13) de-
generates to a relationship of “‘contact discontinuity’. As a result, the unsteady one-fluid model includes the
possibility of attached/sheet cavitation. The density jump indicates the possible sudden jump of void
fraction across the cavitation boundary.

Corollary 2.2. A shock front cannot be connected to a vacuum [28]; the cavitation interface moves with the
local liquid velocity and the pressure varies continuously across the interface using the Vacuum model.

Since the mass p}. is zero inside the vacuum, (2.13a) implies that u} = s, which then results in p} = p. by
(2.13b). This completes the proof for Corollary 2.2. Since a vacuum does not allow to be connected to a
shock front or singularity, the (pressure or velocity) singularity created at the vacuum boundary during the
vacuum collapse or the shock—vacuum interaction has to be simultaneously decomposed. This requires the
constructing of a proper type of Riemann solution. The details of constructing such a type of Riemann

solution can be found in [27].
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Corollary 2.3. With the exception of the Vacuum model, a pure liquid model of cavitation leads to the
propagation of cavitation boundary with a “shock speed” if there is a pressure jump across the cavitation
interface. Furthermore, relative to the cavitation interface, the local flow velocity is supersonic inside the
cavitation, while it is subsonic in the liquid during cavitation collapse.

In Corollary 2.3, we have assumed that Tait’s equation is employed for the liquid and the pressure
(density) inside the cavitation is lower than the neighbouring medium. Because the liquid flow is assumed as
for pure phase even in the cavitation region, (2.12) recovers to the “shock” relationship for the pure phase
flow. Thus the cavitation interface propagates like a ““‘shock” front if there is a pressure jump across the
propagating front. During the expansion of the cavitation region, the flow pressure and density decrease
across the cavitation front and the cavitation boundary moves with an “expansion shock” speed. The
appearance of such “expansion shock™ is due to the degeneration of EOS from a convex to non-convex
type, as will be discussed and shown in Section 3. On the contrary, during the collapse of cavitation, the
flow pressure and density increase across the cavitation interface, the cavitation boundary acts as a genuine
shock front. This concludes the proof for the first part of Corollary 2.3. The proof of the second part can be
found in [18]. Corollary 2.1 has stated that the cavitation boundary can propagate as a contact disconti-
nuity even in the pure-phase model. The interface tracking method such as those developed by Chen and
Heister [5] and Deshpande et al. [7,8] for the attached cavitation essentially functions like a Cut-off model,
where the fluid inside the cavity can be assumed as liquid of saturated pressure without significant effect on
the final results.

Corollary 2.4. If the sonic speed and density in the cavitation region are lower than those in the liquid at the
vapour (saturated) pressure, then we have M} < M. .

Here, M (M = |u — s|/a) is the Mach number relative to the propagating cavitation interface. Expression
(2.13a) can be rewritten as M; = M. (p! al /pja}). Thus Corollary 2.4 is fairly obvious from the given
conditions. This Corollary implies that the flow relative to the cavitation motion may be transonic or even
supersonic in the cavitation region. This is true especially during the collapse of cavitation.

Corollary 2.5. If the vapour pressure is set low enough but still positive and M} < \/B/p., then there does not
exist one lzquzdﬁ’ow status (p, pS, uS) of pi* < pS < ph and pi* < pf < pl such that (a) phvl = pSv$ and (b)
W)’ + ph = pS(5)” + .-

One can refer to Appendix A for the proof of this corollary. Here v§ = uj — s, s satisfies (2.12) or (2.13),
and the pressure and density follows Tait’s EOS. p$' is the corresponding liquid density at the given vapour
(saturated) pressure, pi*'. In general, the EOS for the mixture is different from that of the surrounding
liquid. Thus, numerical oscillations may occur in the vicinity of cavitation interface if the numerical
schemes developed for single-phase flows are directly employed to simulate the cavitating flow. One of the
effective techniques developed to suppress such non-physical oscillations is the Ghost Fluid Method [10,20],
where the solution of flow is obtained essentially by carrying out computation in the single medium via
defining the ghost fluid status. This corollary suggests that it may not be possible to define the ghost fluid
status to maintain the Rankine-Hugoniot condition if there is a pressure jump across the cavitation in-
terface. This implies that such method applied to unsteady cavitating flow may not work as efficiently or
well as compared to application to multi-medium flows. It does not, however, exclude this novel technique
in its application to simulate steady or quasi-steady cavitation/cavity.

Remark 1. It is fairly obvious that (2.12) holds for multi-dimensional inviscid one-fluid modelling; all the
conclusions obtained above are valid in the normal direction in multi-dimensions.
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3. Unsteady cavitation models

Before we develop the present unsteady one-fluid cavitation model, we shall briefly introduce the Cut-off
model and Schmidt’s model since these will be employed for further analysis and comparison to the present
model.

3.1. The Cut-off model

The Cut-off model sets the pressure equal to a given value (saturated vapour pressure) when the flow
pressure falls down below a critical pressure level. If Tait’s equation is employed for the pure water, the
EOS for this model can then be described as

N
p= {B(ﬁ) "B P> P (3.1)
Dsat, p<p531~

Here, p,,, is the liquid density in association with the given critical pressure pg,,. We have the following
conclusion for the Cut-off model.

Conclusion 3.1. Using the Cut-off model (3.1), the EOS degenerates from a convex type in the pure liquid
region to a non-convex form in the pressure cut-off region. Furthermore, the sound speed becomes zero and
thus the system (2.1) is affected and degenerated in the pressure cut-off (cavitation) region.

At the location of cavitation initialisation and creation, the density is usually set to p,. As a result, mass
loss occurs and which results in the violation of conservation law. However, this violation may be avoided
for the barotropic flow if the updated density is maintained without cut-off. To maintain the conservative
computation using the Cut-off model, the system has to be artificially kept hyperbolically and thus a po-
sitive sound speed, which cannot be consistent with (3.1), has to be defined in the cavitation region. The
sound speed can be defined by either assuming a constant value at the given critical pressure or employing
expression (2.7), where the pressure is the fixed critical pressure and the density is updated from the
conservative computation. Doing so, there are several adverse consequences. Firstly, the numerical sound
speed in the cavitation region can be equal to or larger than that of the surrounding medium, which is not
physically true, and the calculation of sound speed contradicts the assumed EOS (3.1). Secondly, the flow
status computed inside the cavitation region is not physical. Thirdly, the motion of cavitation boundary is
forced to propagate with a “‘shock” speed (Corollary 2.3). Fourthly, the inconsistency of above artificial
treatment on the sound speed with EOS (3.1) tends to exclude an “expansion shock”, resulting in the
decomposition of this “expansion shock™ under such treatment. Lastly, the result of captured cavitation
collapse may not be physical and possibly inaccurate. The first and second consequences are obvious. Due
to the pressure cut-off, a pressure jump is actually created across the cavitation boundary (this is also the
physical requirement for sustaining the development of the unsteady cavitation). Since the Cut-off model is
a pure phase model, the conservative computation using this model forces the satisfaction of Rankine—
Hugoniot relationship at the cavitation boundary. This leads to the motion of cavitation boundary fol-
lowing the shock relationship as shown in Corollary 2.3. The expansion of cavitation with an “expansion
shock” speed is mathematically allowed due to the EOS degeneration. This is consistent with the physical
observation that across the expanding cavitation front, the pressure drops to or below the vapour pressure.
On the other hand, the above treatment for the zero sonic speed forces the non-convex type EOS (3.1) in the
cavitation region to function like a convex type, where an expansion shock is not allowed physically. Thus,
both mathematical and physical conflicts occur across the cavitation boundary under such treatment.
Numerical results will show in Section 4 that two or more steps of small pressure jump across the cavitation
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boundary occur (i.e. the initial one step pressure jump is decomposed into two or more steps of smaller
pressure jump). However, numerical tests in Section 4 will also show that the inaccuracy caused by the non-
physical and inconsistent treatment of the cavitation region does not affect too severely for the calculated
peak pressures. This may be the reason this model is still popularly employed in the simulation of un-
derwater explosions and also implemented in some commercial software. On the other hand, the results of
cavitation collapse as captured by this model are observed to be not so accurate.

3.2. Schmidt’s model

This is another (unsteady) one-fluid compressible cavitation model in literature, which was developed
and verified for high velocity and high pressure flow in a very small nozzle. In this model, the cavitating
flow is assumed to be a homogeneous and barotropic mixture of gas and liquid, where the sound speed can
theoretically be given [4,32] as

12
a= {[oc.pg+(1—oc).pf]li+(l_a)]} : (3.2)

2 2
pg'ag pf'a[

To obtain the barotropic EOS for the mixture, Schmidt et al. [26] assumed the sound speeds for the gas and
liquid components as well as their respective densities to be constant, and the mixture follows the consti-
tutive relation of dp/dp = a®. As a result, the pressure can be obtained analytically as a function of void
fraction by integrating dp/dp = a® using (3.2), giving rise to the EOS,

Pe-ty-(py + o(pg — py))

P =Py T Par-In 5| (3.3)
0 (pg.aé — oc(pg.ag — p[.az)>
where p,; is a parameter of the known surrounding fluid properties given as
2 2
Pg-ay-pr-ai-(pg — Po
pg] _ g'g 4 ( g ) (34)

2,2 _ 2 2
Pg-dg — Pi-a;

Once the mixture density is obtained, the void fraction can be calculated from (2.3) on the assumption of
constant densities of vapour and liquid components. This is a physically stable model. However, the
“saturated” pressure p., has to be carefully obtained. It can be shown mathematically that if p.,, is not large
enough the “pressure” obtained from (3.3) may be negative when the void fraction, o, takes on a value
larger than o,;,, which is given by
_ pepey(l — e Phlre) (3.5)

(P = PP + py(pya; — pyad)e Pa/Pe

Olmin

Physically, the negative pressure should not be allowed to occur. By assuming o, is equal to I, the
minimum, p/, . (of p{, mathematically required for ensuring positive pressure for o« taken from 0 to 1), is

2 0
/ / g g
psa >l)n'nn = _p l'ln . (363)
t & [ p%a% ]
P can also be obtained by setting p = 0 at o = 1 in (3.3) or integrating equation (2.2) from pressure of
zero and density of nearly zero at o = 1 to the “saturated” density at a = 0 [26]. One can easily check that
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the “saturated” pressure p/,, in the vapour phase of the cavitation region given in (3.3) is overestimated. To
better understand the possible limitation of Schmidt’s model, we can express p/, ., approximately as follows:

Dy .Qy.
|~ —2p,.a | In=E +In=E ). 3.6b

Here In(ay/a,) usually ranges from —1 to —3. If the ratio, p,/p,, is set to 1.0E — 5 as applied in [26], p|,;, is a
value of about 20 kPa. With the decrease of p,/p,, one can easily check that p[, can decrease to the
physically reasonable saturated pressure ranging from several thousands to hundreds of Pascal. On the
other hand, the larger p,/p, can lead pl; to the unphysical range. For examples, the magnitude of p ;.
approaches 1 bar when p,/p, increases to 1.0E —4; it can even assume a quantity beyond 10 bar when p,/p,
approaches 1.0E — 3. The above analysis suggests that Schmidt’s model may only work properly with p,/p,
about or below 1.0E — 5. With the expansion of cavitation dimension, the pressure jump across the cavi-
tation interface decreases or even disappears. Or if the initial surrounding pressure is not very high, the
ratio of p,/p, can be in the range of 1.0E —4 to 1.0E - 3, thereby resulting in the inapplicability of Schmidt’s
model. The requirement of quite low density ratio of p,/p, for Schmidt’s model indicates a possible large
pressure jump across the cavitation interface. This can occur in the flow situation of high surrounding
pressure and where the cavitation size is small. This is possibly one reason why this model can work ef-
fectively for the high pressure flow in the small size nozzle [26].

When applying this model to the large size cavitation or low pressure situations, one has to set the ratio
of p,/p, to be about or below 1.0E — 5. In the present test and study of using Schmidt’s model, the liquid
flow is always assumed to cavitate under the physical py,. We have found that the (required) large value of
DL,y indeed limits the wide applications of this model. This is because such a fixed large pl,, can lead to a
non-physical cavitation pressure in the neighbourhood of the cavitation interface, which is unreasonably
higher than the surrounding flow pressure; this can happen when the cavitation region evolves to take on
larger dimension. With the cavitation development, the surrounding liquid pressure calculated next to the
cavitation interface may decrease rapidly to a magnitude that can be far smaller than p/,, and even close to
the physical pg,, which is the limit of the EOS valid for the surrounding flow, while the flow pressure inside
the cavitation in the vicinity of cavitation interface may bear a magnitude of about p,,. Physically, this
model should not be applied beyond the limit of the surrounding pressure magnitude decreasing to lower
than p/,, as analysed above. Otherwise, the non-physical higher pressure inside the cavitation than the
surrounding inevitably causes numerical oscillations in the computation. As a result, the efficiency of using
this model is low because a small CFL number has to be used to suppress the oscillations. On the other
hand, if the pressure jump across the cavitation interface is large enough such that the surrounding pressure
always maintains higher than that inside the cavitation, numerical oscillations do not occur in the com-
putation. Such situations could occur in the simulation of high pressure flow involving small-size cavitation.

Qin et al. [21] presented a modification of Schmidt’s model by multiplying a parameter () of O(1073) to
O(107%) to the second term of (3.3) accordingly. In doing so, the “‘saturated” pressure p/,, can be adjusted to
the physical pg,. Such a modification also essentially makes the model takes on the characteristic of a
pressure cut-off. This is because the product of f and the second non-constant term in (3.3) is negligibly
small. On the other hand, such a modification makes the resultant EOS apparently inconsistent with (3.2).

There are mathematical inconsistencies between (3.2) and (3.3). In fact, one of the limitations of
Schmidt’s model arises from these inconsistencies. In the derivation of (3.2), both the gas and liquid
components are assumed compressible; the sound speeds and densities of both components are functions of
pressure. Thus, the assumption of constant component densities and sonic speeds utilised in obtaining (3.3)
contradicts the premises of (3.2). Besides Schmidt’s EOS (3.3), there are some other barotropic relations
developed and discussed in [4] by either assuming the density and sonic speed of the liquid component are
constant or neglecting the density of the gas component or the volume of liquid component. Those
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barotropic relations did provide satisfactory results in the respective applicable ranges. However, the
mathematical inconsistencies between the barotropic relations and the sound speed (3.2) invariably exist.
We argue that these inconsistencies are removable for barotropic mixture. This is the motivation and task
of the present work to develop a mathematically sound barotropic EOS based on (3.2).

Because the sound speed formulation used for Schmidt’s model is mathematically sound and verified
experimentally, it is the inconsistent way of deriving EOS (3.3) that leads to a very large p,, obtained, which
results in inherent limitation when applied to large-size cavitation. This shortcoming causes very stringent
CFL used especially for the low-pressure surrounding flow or large size cavitation, as will be shown in
Section 4.

3.3. The present unsteady one-fluid model

The sound speed provided by (3.2) is mathematically sound and accurate in the comparison to exper-
imental results as shown in [4,32] for the homogeneous and thermal equilibrium mixture with the neglect of
the influence of mass transfer on the sound speed. This formulation was also recently employed by Ahuja
et al. [2] and Venkateswaran et al. [30] in the simulation of attached cavitation with consideration of the
compressibility effect in the mixed region. There is no fundamental reason to discard or dismiss (3.2) ap-
plicable to the flow, which is assumed homogeneous and in thermal equilibrium. Once the mixture is as-
sumed homogeneous and in thermal equilibrium, the barotropic relation for the mixture should be
determinable without any contradiction with respect to (3.2). In fact, if the mixture and the gas and liquid
components are assumed barotropic, the void fraction can only be a function of pressure alone due to (2.3).
Therefore, we have the following conclusions.

Conclusion 3.2. For barotropic, homogeneous and thermal equilibrium mixture of gas and liquid, by ne-
glecting the influence of mass transfer on the sound speed, the local sound speed of the mixture follows
(3.2), and the void fraction is governed by

dp, _dp

b4 (3.7)

—(m—pg):ad—p+(1—a)

The detailed derivation leading to (3.2) can be found in [4,31]. One can easily obtain (3.7) by taking the
derivative of (2.3) with respect to pressure. Here the compressibility of the mixture comes from the gas and
liquid components as well as void fraction. Since (2.3) is always held, (3.7) is true and should be maintained
consistently with (3.2). By assuming both the gas and liquid components and the mixture follow the
constitutive relation of dp/dp = a® and using (3.2), expression (3.7) can then be reduced to the form

do 1 1
—=o(l—a)| —s——5]. 3.8
T ><pga5 pgag> )

We are able to develop a sound barotropic EOS for the mixture if the vapour and liquid components are
assumed isentropic. In fact, we have further conclusions based on (3.2) and (3.8).

Conclusion 3.3. If the gas and liquid components are assumed isentropic, by integrating (3.8) and (3.2), we
have

o _ k(ﬁ/pCav)l/N
l—a (p/I%aV)l/y

(3.9)
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and

kpzaV er;aV

NN -1/
P P
(pcav ) + k (Pcav )

p= (3.10)

where k = o/(1 — o). pg and pg™ are the associated gas and liquid density at the cavitation pressure peay,
respectively, o, is the known void fraction of the mixture density at p.,,. The validity of (3.9) is given as
follows. Using (2.6) and (2.7), (3.8) can be rewritten as

do 1 1
=055 5) -

or
d(Ino) — d(In(1 — o)) = d(Inp'") — d(Inp'/"). (3.12)

From (3.12), it can be deduced that « is not allowed to be equal to 0 or 1. Physically a void fraction jump
exists across the cavitation interface. Assuming that the pressure drops to pey (Peav < psat) and the void
fraction takes on the value of oy simultaneously across the cavitation interface, (3.9) is obtained by inte-
grating (3.12) from p,,. Substituting of a from (3.9) into (2.3), EOS (3.10) is obtained and which is con-
sistent with (3.2) regardless of & or «. This completes the proof of Conclusion 3.3. From Conclusion 3.3
and (3.12), it can be further deduced the following important consequences.

Corollary 3.1. For the present one-fluid model in the mixture region, we have:
(I) p is a one-to-one monotonous function of p and there is a unique positive p for each p > 0.
(IT) The mixture density approaches zero as the pressure goes to zero.
(IT) The void faction approaches 1 when the pressure goes to zero.
(IV) The sound speed approaches zero when the pressure goes to zero.
(V) A void fraction jump must occur across the cavitation boundary.
(VI) The whole system (2.1) is hyperbolic and conservative.

The jump of the void fraction across the cavitation interface is not explicitly excluded by (3.9) and (3.10)
but it is made implicitly by (3.12). As the void fraction jump is usually very small during the development of
cavitation, it can be easily smeared out by the numerical viscosity of the scheme.

In cold water or under normal atmospheric condition, water is usually assumed to be isothermal and the
sound speed for the surrounding flow is taken as a constant. The EOS for water becomes
p—po = a(p, — py) instead of Tait’s EOS, where p,, is the water density at pressure py. Therefore, we have
the following.

Corollary 3.2. For the special case of isothermal surrounding flow, if the gas and liquid components are as-
sumed to be isentropic and isothermal, respectively, we have

¢t B+ ) .
l—a (P/Peav) &

and
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peatB o g p i
cav _p_
p+B + Pcav

where B' = pya? — py.

o= (3.14)

Once the density and velocity for the mixture is obtained or calculated in a conservative manner, an
iteration procedure is next required to find the pressure from (3.10) to be followed by the void fraction from
(3.9). Note that the latter steps do not affect the mass and momentum conservation. In general, Newton’s
iteration method can provide a very fast way to obtain the pressure from (3.10) given a good starting value.
Due to the very low pressure inside the cavitation and the very large B, (p/pey)” /" is very close to 1.
Therefore, a very good starting value for the pressure iteration can be obtained as

kp '
P=Pav| 7 v i v - | - 3.15

g

Numerical tests showed that a few iteration steps could generate satisfactory results using (3.15) to provide
the starting value. Furthermore, (3.15) is also a very good approximation to (3.10). One, instead, can also
use it directly to obtain the pressure. During the computation, the cavitation is allowed to dynamically
create and collapse based on the following principle: the flow always (starts to) cavitate whenever the liquid
density is lower than pg,, and then (3.10) is used to determine the mixture pressure; the cavitating mixture
changes into the pure liquid whenever the mixture density is larger than or equal to pg,, and the pressure is
determined using Tait’s EOS.

3.4. A procedure for determining k

In the EOS (3.10) of the present unsteady one-fluid model, £ or oy must be somehow obtained or given.
oy, however, may not be easily obtained experimentally or otherwise for some problems due to the flow
cavitating pressure being strongly related to the surrounding environment. Here we provide a simple way to
obtain o (or k& numerically) provided pg, is given. As oy is physically very small, & is a very small value.
Under the restraint of p < peay < psae in the cavitation region, the following condition has to be satisfied for &
taken from (3.15)
p—pi

0<k<— .
P& —p

(3.16)

As the surrounding flow conditions are usually represented using the cavitation number, o or k should
therefore be closely related to the cavitation number. Similar to the definition of cavitation number for
sheet/attached cavitation flow, we shall define a local cavitation number for the unsteady cavitation flow as
Pioc — Peav (3.17)

o= .
0.5040147

Here, (0.0, Uiso> Pioo) 18 the flow status before cavitation occurs at the flow cavitating location. Obviously,
we have
0 <0 < Omax :pgx/(O.Spgocufm). (3.18)

A small value of ¢ indicates a small pressure jump allowed across the cavitation interface, while a
large o imposes a large pressure jump. If k£ or oy cannot be physically determined or given beforehand, it has
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to be dynamically (and artificially) determined during the computation based on the following

principles:

(I) The pressure p.., at the first cavitating location is determined from a given local cavitation number o
and then the initial £ and o, are determined as discussed below.

(ID) p < psar 1s always true inside the cavitation region, where 0 < p < pg,.

Principle (I) provides a way to determine the initial £ and oy. In fact, one can also simply give k£ an initial
value of about 0.001. This also works rather well as & is subsequently adjusted dynamically. When the liquid
flow first starts to cavitate, the pressure p.,, at the cavitation location is obtained from (3.17) using a given
cavitation number, and k& can be determined from (3.10) as

keay = M (3 19)

Pisc — Pg

and the void fraction is then calculated from (3.9) or using k.. Principle (II) implies that the adjustment to
k may be required because the initial £ as artificially obtained may not be physically accurate. More spe-
cifically, because the pressure drop across the cavitation interface is relatively large in the earlier formation
of cavitation (while it can be very small or even disappears in the later stages of cavitation development),
keay as obtained from (3.19) may be too large such that the pressure obtained from (3.10) using k,, at the
newly created cavitating locations may be larger than pg,, during cavitation expansion. Therefore, k£ has to
be simultaneously adjusted to a smaller value. The adjustment of £ can be implemented by the following
way: once pressure calculated from (3.10) is larger than pg, using the initial &, & is adjusted to

_ peat
0 < kpew = pE_PL. (3.20)
Pt —p

Here f is considered as a safety parameter smaller than but close to 1. In the present studies, it is fixed and
set to 0.9. In practice, there may be many newly created cavitating locations, where the pressure, supposed
to be lower than py,, is larger than pg,, using (3.10) with the initial k. A k.., is obtained using (3.20) for each
location; the smallest k., is used to replace the initial £ and then the pressure in the cavitation region is
calculated. Because the pressure decreases with the decrease of density inside the cavitation during the
expansion of cavitation, the pressure obtained will always be lower than pg,; using the newly determined k at
the existing cavitation locations. This implies that only the newly created cavitating locations are required
to ascertain if the pressure is beyond pg,. Numerical tests showed that only a few adjustments of k are
required. Once £ is adjusted to a reasonable value, it is fixed and applicable to the later stage of cavitation
evolution including cavitation collapse. Numerical tests also showed that the final fixed £ ranges between
1073 to 1072 depending on the surrounding flow conditions. We have carried out and evaluate the effect of
two different ways to determine k or op; one is to fix k£ to a small value initially; the other is to use the more
complex way as introduced above to adjust and determine it. It has been found that the selection of k affects
the pressure jump magnitude across the cavitation interface but not significantly. This is because the sat-
urate pressure p, is usually taken physically realistic to be of small magnitude to the maximum pressure in
the flow field. The different selection of & does not significantly influence the cavitation dimension and
cavitation collapse.

It may be reiterated, however, if oy can be determined experimentally or provided, the above procedure
for calculating a physically feasible & becomes a non-issue.

With this proposed model, the unphysical pressure variation inside the cavitation region, which can
be higher than the surrounding pressure, does not occur; the pressure inside the cavitation region will
not exceed the given physical saturated pressure. In addition, one can (theoretically) apply the model to
simulate attached/sheet cavitation where usually the influence of turbulence must be taken into con-
sideration by employing the (compressible) N-S equations instead of the Euler equations given in (2.1);
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this is attributed to the presence of the wake part for attached/sheet cavitation and the flow is usually
turbulent. However, the discussion on the applicability and efficiency of the proposed model as applied
to the compressible N-S equations is beyond the scope of the present work and will be pursued in
future.

4. Applications

Besides the difficulties arising from physically modelling cavitation flow, which is the focus of the present
work, there are difficulties from the numerical aspect in computing the cavitating flow. Because the coupled
system of incompressible flow (the pure liquid phase) with compressible flow (the mixture) is very stiff in the
vicinity of cavitation interface (boundary) in the simulation of attached/sheet cavitation, (severe) numerical
instability and/or convergence problem can occur. Thus, additional numerical techniques are usually re-
quired to overcome such difficulties [16,25]. In the present study, both the surrounding medium (liquid) and
the mixture are considered as compressible, the resultant system is therefore mathematically well-posed.
When a high-resolution scheme developed for the compressible single phase flow is directly applied to
multi-phase flow [10,17] and the present cavitating flow, the numerical oscillations may occur because of the
employment of different EOS across the interface. However, such difficulties may not be so severe and
overwhelming since the jumps across the cavitation interface are relatively small, and a high-resolution
scheme developed for compressible single phase flow with well-designed limiter [26] can still give satis-
factory results. The numerical experiments to be carried out in this section will also show that a well-
developed high-resolution scheme with a compromised CFL number can prevent or greatly suppress these
oscillations but may not be able to remove them completely. It is found that there is no numerical oscil-
lation encountered using the present model with full CFL number in the present study except for Cases 4
and 5. Even for the latter two Cases, the present model can provide acceptable results with well-limited
oscillations under the full CFL number. Of course, a scheme with larger CFL number without numerical
oscillations associated with the present model is sought after and this is the topic for our future research.

For purpose of testing the validity of the present model, the results obtained via the Cut-off model,
Vacuum model and Schmidt’s model will also be presented. It should be noted that the Cut-off model and
Vacuum model are pure phase models. The usual full CFL number at, say, 0.8 to 0.9 can be used without
incurring numerical oscillations. However, the same but much lower value of CFL number valid for
Schmidt’s model is used throughout for all models for the purpose of direct comparison. The Vacuum
model developed in [27] has been shown to be reasonable both mathematically and physically except for the
difficulties in extending to multi-dimensions. Wherever possible, the analytical solution based on the
Vacuum model for one dimension will be employed to verify the numerical results of the present model. As
analysed in Section 3.2, there are inherent numerical oscillations present using Schmidt’s model due to pl,,
far larger than p,, whenever the surrounding pressure is developed to be lower than p,,, with the expansion
of cavitation extent. It is found, however, that the oscillations generated in the cavitation expansion phase
can be made well limited under a small CFL number and even mitigated when the surrounding pressure
exceeds p/,, during the cavitation contraction phase. In general, to obtain results with well-limited oscil-
lations using Schmidt’s model for the various Cases in the present study, a much smaller CFL number is
required in comparison to the present model. A smaller than the usual intended CFL number (which is
typically about 0.8 to 0.9) found applicable for Schmidt’s model is, therefore, used for all the models in the
calculations. Had a larger CFL number, say, applicable to the present model been employed, it would
usually lead to even more severe oscillations for Schmidt’s model and in some cases invalid results such as
Cases 4 and 5 to be discussed below. The present study suggests that Schmidt’s model may be applied to
problems, where cavitation can evolve to a larger size but with inherent oscillations and much restraint
placed on the CFL number employed. After the cavitation collapses, the flow returns to pure liquid phase;
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the restraints imposed on the CFL number are then relaxed and it has been found that the oscillations
generated in the cavitation expansion stage can even disappear.

The numerical scheme selected and used to solve system (2.1) is the well-developed HLL [13] scheme.
The detailed discussion about this scheme can be found in [28]. In this section, the present model will be
tested and verified by either comparing to the analytical solution, experiments or numerical results. After
the comparison, the present model is then applied to a 3D underwater explosion in a cylindrically sym-
metric container, similar to the work done in [33]. As « is unknown for each problem to be discussed in the
tests, we use the procedure developed in Section 3.4 to determine o, and adjustment made to k& accordingly.
In the present computation, pg, is set to 22.0 Pa and the local cavitation number o is set to 0.16,,, in the
computation of the initial £ for the present model unless otherwise noted. In the use of Schmidt’s model, p/,,
is calculated and assumes the value of 1.55 kPa.

Case 1 (/D cavitating flow in an open tube in high pressure). This is a Riemann problem of two highly
pressurised water streams moving with the same magnitude of velocity in the opposite direction away from
the centre of a tube. The initial pressure of the two water streams is set to 1000 bar. The computational
domain is [0, 1m]. The two water streams initially meet at x = 0.5 m and the CFL number is set to 0.5 over
400 uniform mesh. If the magnitude of the initial two-water stream velocity is not sufficiently high, two
opposite centred rarefaction waves are generated and expand from the centre. In such a situation, exact
solution can be obtained by solving a Riemann problem of double rarefaction waves. The present model
and the associated codes can automatically treat the flow as single phase. Fig. 1 shows the velocity result
obtained by the present model for a velocity magnitude of two streams initially set to 50 m/s and compared
well to the analytical solution at 0.2 ms. If the initial velocity magnitude of two water streams is beyond a
critical value (which can be determined theoretically), cavitation immediately starts at the centre. The exact
solution can also be obtained by solving a Riemann problem of double rarefaction waves connected to a
vacuum at the centre [27] (i.e. the exact solution based on the Vacuum model for this problem). Due to pg,
set to be negligibly small physically at least relative to the initial very high surrounding pressure, the results
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Fig. 1. The comparison of velocity profile by the present model to the analytical solution for Case 1 with a velocity magnitude of
50 m/s at 0.2 ms.
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Fig. 2. The comparison of velocity profile by the present model to the analytical solution, the Cut-off model and Schmidt’s model for
Case 1 with a velocity magnitude of 100 m/s at 0.25 ms.

provided by the present model can be directly compared to the exact solution of the Vacuum model. Fig. 2
shows the velocity profiles obtained by the present model, the Cut-off model and Schmidt’s model for an
initial velocity magnitude set to 100 m/s at time ¢ = 0.25 ms. It is observed from Fig. 2 that the three models
provide the same results in the region beyond the cavitation. In particular, the Cut-off provides a result with
a larger cavitation dimension, while the present model and Schmidt’s model provide results very close to the
analytical solution in this very earlier stage. Note that, however, as time progresses, numerical oscillations
occur for Schmidt’s model; the oscillations become severe with the increase of CFL number and can even
cause computation difficulties. The present model still works very well even when the CFL number is set to
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Fig. 3. The close-up view of pressure profiles provided by the present model and Schmidt’s model for Case 1 with a velocity magnitude
of 100 m/s at 0.1 ms and CFL=0.9.
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0.9. Fig. 3 shows the close-up view of pressure profiles in the cavitation region obtained with CFL =0.9 at
t = 0.1 ms using the present model and Schmidt’s model, respectively. In Fig. 3, the pressure inside the
cavitation is apparently higher than the surrounding pressure in the vicinity of the cavitation interface,
resulting in numerical oscillations observed in the liquid. There is no oscillation observed for the present
model. One may also observe that there is a small pressure jump across the cavitation interface as analysed
in Section 2.2.

Case 2 (ID cavitating flow in an open tube in one atmosphere). This is also a problem of two water streams
moving with a velocity magnitude of 100 m/s in the opposite direction from the centre of a tube at one
atmosphere. The computational domain is the same as Case 1. This case was previously investigated by
Saurel and Abgrall [23] using Saurel’s multiphase model comprising seven governing equations. A uniform
mesh of 400 cells is used and the CFL number is set to 0.5.

The results of velocity profiles at five different instances of 0.5, 1.0, 1.5, 2.0 and 2.5 ms obtained by the
present model are shown in Fig. 4. These are very comparable to Saurel and Abgrall [23]. Fig. 5 shows the
comparison of the results obtained respectively by the present model, Schmidt’s model and the Cut-off
model at 0.2 ms. The results between the present model and Schmidt’s model look very similar, while
obvious discrepancies in the density and velocity profiles can be observed for the Cut-off model. An almost
twice the cavitation size is provided by the latter in contrast to that provided by the former two models (see
density profile in Fig. 5(a)). The lowest density obtained by the latter is also doubly higher than those
provided by the former two models. The pressure profiles shown in Fig. 5(b) indicate minimal difference
among the three models outside the cavitation region except that Schmidt’s model provides slightly higher
pressure there due to the large p/,,. On the other hand, if we look closely at the inside of the cavitation
region, essential differences among three models are again clearly exhibited. (In Figs. 6(a)—(c) showing the
pressure distribution at the same time ¢ = 0.2 ms, the embedded small figures within each series depict the
closed-up behaviour in the cavitation region.) A pressure jump across the cavitation boundary is clearly
captured by the present model and the cavitation range is from 0.39 to 0.61 (see Fig. 6(a)). Beside the
pressure jump across the cavitation interface, there are apparent numerical oscillations observed across the
cavitation interface using Schmidt’s model (Fig. 6(b)). Again, a larger CFL employed leads to much severe
oscillation for the Schmidt model, while the present model still works well even with CFL set to 0.9 for this
problem. Without additional treatment, these pressure oscillations can disperse and even cause computa-
tional difficulties during the expansion of cavitation. The cavitation range captured by Schmidt’s mode is
from 0.41 to 0.59. Using the Cut-off model the pressure jump across the cavitation interface is initially
through one step. With the further expansion of cavitation, two or more steps of small jumps may be
observed. This is probably due to the inconsistency occurring between the sound speed used and the EOS
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Fig. 4. Comparison of velocity profiles at the various times of 0.5, 1.0, 1.5, 2.0, and 2.5 ms between Saurel’s multiphase model (left)
(duplicated from [22]) and the present model (right) (Case 2).
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Fig. 5. Comparison of the three models at = 0.20 ms (Case 2).

(3.1) as discussed in Section 3.1. The cavitation range captured by the Cut-off model is from 0.31 to 0.69.
This implies that the Cut-off model provides a much faster expansion speed of cavitation among the three
models.

Case 3 (ID cavitating flow in a closed tube). This case is similar to Case 2, except that the two ends of the
tube are simultaneously closed once the flow starts. Therefore, a shock created at each end moves towards
the centre, resulting in shock—cavitation interaction and cavitation collapse. The flow initial status and
computational conditions are kept the same as for Case 2; the CFL number is set to 0.5. The walls at the
two ends are treated as reflective boundaries. The purpose of this problem is to study the shock—cavitation
interaction and cavitation collapse. In this problem, the flow is initially pure water and soon changes phase
into a vapour—water mixture at the centre, and then reverting back into a pure liquid after the cavitation
collapse. Figs. 7 and 8 depict a series of plots for the three models at the time instance of 0.3 and 0.5 ms,
respectively. The results between the present model and Schmidt’s model are close to each other during the
whole computation for this problem except for the differences as observed and discussed in Case 2 during
the cavitation expansion. The results provided by the Cut-off model, however, are very different from those
provided by the former two models. It is observed that the shocks created at the ends propagate towards the
centre and meet the outward propagating rarefaction generated at the centre. The shock then propagates
through the rarefaction region with a mitigated strength and then interacts with the expanding cavitation
interface. As a result, a stronger discontinuity forms at the cavitation interface, where a larger pressure and
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Fig. 6. (a) The present model at r = 0.2 ms (Case 2). (b) Schmidt’s model at # = 0.2 ms (Case 2). (c) The Cut-off model at z = 0.2 ms
(Case 2).



100 T.G. Liu et al. | Journal of Computational Physics 201 (2004) 80-108

1.8E+08 1100
1 .

1.6E+08 | 1000

©
o
o

1.4E+08

E Present
o Schmidf
s Cutoff

Present
o Schmidt|
a  Cutoff

@
o
(=]

1.2E+08 |

]
o
(=]

1E+08 |

fo2]
o
o

8E+07 |

pressure
density

o

o

o

BE+07 |

(]
o
o

S
o
o
© I A I I

4E+07 |

n
o
(=]

2E+07 [

o
(=]

0: T T S T S PSS N [N T ST N S ST S AT ST ST T AT S T S

0 0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1
(a) X (b) X

o

100

75

50 Present
o Schmidt

s Cutoff

25

velcity

09

-25

-50

-75

qoobe—v v 1w e e
0.2 0.4 0.6 0.8 1

(c) X

Fig. 7. The flow at # = 0.3 ms just before cavitation collapse (Case 3).

velocity jump occurs. This leads to the cavitation interface moving like a “genuine shock” and the be-
ginning of cavitation collapse. The plots shown in Fig. 7 are the results just before the cavitation collapse,
while the plots in Fig. 8 are the results after cavitation collapse. After the cavitation collapse, the flow
changes back into a pure liquid. The numerical oscillations occurring during cavitation expansion for
Schmidt’s model then gradually disappear. The cavitation collapse generates two shocks which propagate
outwards with equal strength as that for the shocks generated initially at the two ends. The Cut-off model
provided a larger dimension of cavitation, resulting in a far later cavitation collapse for this problem.
Again, the present model works well for CFL set to 0.9, while computation difficulties are encountered for
Schmidt’s model.

Case 4 (ID gas—water shock tube problem in a closed tube). This case is taken from Tang and Huang [27]. In
their work, a vacuum model was developed and employed. The tube is occupied by a highly pressurised gas
on the left and low-pressure water on the right, and the length of tube occupied by the gas is much smaller
than that by the water. The initial conditions are p, = 70.735 kg/m?, pp = 100692985.3 Pa, u; = 0.0,
7L = 2.0, (x < 0.001); pg = 1000 kg/m?, pg = 101325 Pa, ug = 0.0, yg = 7.15, (0.001 <x < 0.275). A uni-
form mesh of 1100 cells is used and the CFL number is set to 0.1, which is nearly the maximum workable
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Fig. 8. The flow after cavitation collapse at 0.5 ms (Case 3).

CFL for Schmidt’s model for this problem. The explosive gas—water interface is treated with the Ghost
Fluid Method technique developed in [20]. One purpose of this study is to analyze the shock—cavitation—
structure interaction. After the diaphragm separating the explosive gas and water is removed, a strong
shock is generated and propagates in the water and a strong rarefaction wave simultaneously propagates
towards the left end. With time, the shock impacts the right-end wall and is then reflected. The reflected
shock wave from the right end meets and goes through the reflected rarefaction from the left wall with a
slightly mitigated strength and finally impacts the explosive gas—water interface, resulting in a relatively
weak shock transmitted into the explosive gas and a relatively very strong rarefaction wave back into water,
which leads to the creation of a cavitation region next to the interface. The cavitation right boundary moves
with a speed faster than the local flow velocity and rapidly expands towards the right. Simultaneously, the
reflection of the transmitted shock wave from the left wall soon propagates through the interface and
interacts with the left expanding cavitation boundary. Such shock—cavitation interaction causes the left
cavitation boundary to move also towards the right with an enhanced pressure jump. As a result, the whole
cavitation region moves towards the right with an expansion at the right side and collapse at the left side.
With the left cavitation boundary impacting on the right wall, the cavitation finally collapses at the right
end, resulting in a strong shock generated and which propagates towards the left. Similar cavitation cre-
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ation and collapse subsequently occur many times. Fig. 9(b) shows the pressure history at the right end
obtained with the present model, the Cut-off model and Schmidt’s model. Among the three models, the
respective pressure history curves looks very similar. The result by the Vacuum model is reproduced in
Fig. 9(a) for comparison. The comparison looks reasonable except for the smaller initial peak pressure as
registered by the Vacuum model. This is possibly due to less grid points used in [27]. Although the curves of
pressure history in Fig. 9(b) indicate no significant difference, there are obvious differences between the
detailed flow fields during the cavitation collapse. Fig. 10 shows the pressure profiles provided by the three
models just before the first cavitation collapses. The present model and Schmidt’s model provide very
similar results, while there is relatively flatter pressure profile provided by the Cut-off model. The magnitude
of pressure jump across the cavitation interface and the location of cavitation boundary captured among
the three models, however, are very similar for this problem. This is possibly one reason the Cut-off is able
to provide reasonable end pressure history for this specific problem.
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Fig. 9. Pressure history at the right end wall: (a) numerical simulation by vacuum model (P, = 0); (b) numerical simulation by three
different models (Case 4).
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Case 5 (/D water hammer problem). A long water pipe with a valve on the left is connected to a reservoir
on the right. When the valve is suddenly closed, a cavitation is created next to the valve and the well-known
water hammer phenomenon is then observed. This problem involves cavitation—structure interaction. To
facilitate comparison, the case study in [22] is selected, where experimental data are available under iso-
thermal condition. A source term S = [0, —f pulu|/2D]" is added to (2.1) in order to account for the viscous
friction. Here, f is the Darcy friction factor and D is the diameter of the pipe. We use the same flow
conditions as presented in [22] and carry out the simulation under isothermal condition by employing EOS
(3.14) developed in Section 3.3. The initial states are given as follows: the upstream pressure at the inlet is
5.49164 bar and downstream pressure at the reservoir is 0.98065 bar. The water density is 1000 kg/m® and
the fluid flows at a constant speed of 1.5 m/s before the valve is closed. From the given conditions, it can be
deduced that f/D = 2.0 m~! and the constant B’ appearing in EOS (3.14) is 6.723E8Pa. A uniform mesh of
1000 cells is used for the calculation. The left end is treated using the reflective boundary condition, while
the right end is imposed the reservoir condition. The CFL number is set to 0.1 in order that Schmidt’s
model is able to provide reasonable results for purpose of comparison to the present model. Figs. 11(b)—(d)
show the pressure history at the valve obtained by the present isothermal model, Schmidt’s model and the
Cut-off model, respectively, together with the experimental result provided in Fig. 11(a). It is found that the
present model and Schmidt’s model provide first cavitation collapse pressure head of about 62 and 63 m,
respectively, which is very close to the experimental result of 66 m, while the Cut-off model provides the first
pressure surge of 58 m. It is also interesting to note that the present model predicted very similar periods of
cavitation collapse as compared to the experiments. There is one more collapse cycle as obtained by the
Cut-off model for the time interval of 14s, while Schmidt’s model indicates a slightly larger period between
the pressure surges. Again, much severe oscillations can appear with the increase of CFL number. For
example, Fig. 12 shows the pressure profiles obtained by the three models with CFL =0.8 at the time of
0.925 ms. Far more severe oscillations are observed for Schmidt’s model in comparison to the present
model. There are several other similar water hammer experiments carried out in [22], and the present de-
veloped isothermal model(3.14) has successfully reproduced all those experimental results (not shown).
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Fig. 12. The pressure profiles provided by the three models before first cavitation collapse (Case 5).
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Case 6 (A spherical underwater explosion in a rigid cylindrical container). The diameter and height of the
cylinder are 0.0889 and 0.2286 m, respectively. The explosive gas sphere is located at the centre of the
cylinder full of water. The diameter of the gas sphere is 0.03 m. The initial pressure and density inside
the gas sphere are 20,000 bar and 1770 kg/m?. y is set to 2 for the explosive gas. There are 71 x 361 grid-
points uniformly distributed for the meridian plane domain since the problem is cast into a 2D cylin-
drical coordinate system. The pg, is set to 0.05 bar. The CFL number is set to a relatively large value of
0.45. Tt is interesting to note that there is no non-physical oscillation encountered for Schmidt’s model
for this problem. This is because the cylinder size is relatively small and the initial flow is under very
high pressure condition; Schmidt’s model has no difficulty when applied in such a small-size, high
pressure situation as verified by Schmidt et al. [26]. The cylinder walls are treated using reflective
boundary condition. The present study exhibits all the major complex flow physics as discussed in [33].
In [33], the experimental explosion was initiated by PETN explosive in a deformable cylinder; in their
simulation, water was modeled using a polynomial EOS, where pressure cut-off was employed when the
pressure was detected to be lower than the given vapour pressure. Once the explosion is initiated, a
strong spherical shock is generated and propagates symmetrically outwards with an exponentially de-
caying strength. The reflected shock from the container side wall with a decreasing strength hits the
expanding explosion bubble, resulting in a rarefaction wave reflected from the gas bubble surface [18].
The rarefaction wave can be so strong such that cavitation may be created next to the bubble surface.
The rarefaction wave also makes a reflection at the cylinder side wall and then cavitation is created next
to the wall. The cavitation subsequently collapses due to the compression from compressive wave, which
is generated by the wave-bubble surface interaction [18]. Fig. 13 shows a series of pressure contours at
the respective times of 30, 60, 90 and 120 ps. At ¢ = 30 s, the underwater shock has already reflected
from the cylinder wall, and the reflected shock wave has interacted with the expanding bubble surface. A
rarefaction wave is generated due to the shock—bubble interaction and a low pressure region is created
next to the bubble surface. At 1 = 60 us, a large size cavitation region has been created next to the wall.
The reflected shock waves from the top/bottom of the cylinder interact with those reflected from the side

@ (b) (©) @

X X X X

Fig. 13. Pressure contours at: (a) ¢ = 30 us; (b) £ = 60 ps; (c) t = 90 ps; (d) £ = 120 ps (Case 6). “cav” indicates the cavitation region.
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Fig. 14. Pressure history at the centre location of the side wall (Case 6).

walls, resulting in a complicated shock—shock interaction. The transmitted shocks of the reflected shock
waves from the side wall inside the gas bubble have already made reflection at the gas bubble surface
and caused shock focusing on two points inside the oval shaped bubble. At z = 90 ps, with the decrease
of shock strength, the shock—shock interaction results in two nearly plane shocks propagating towards
the bubble from the top and bottom. The cavitation next to the side walls is shrinking and on the verge
of going to collapse. At ¢ = 120 ps, the cavitation has collapsed and the resultant flow field becomes very
complicated. For this problem, the Cut-off model and Schmidt’s model provide fairly similar gross
features as those obtained by the present model. Fig. 14 shows the pressure history at the centre point of
the cylinder side wall up to 120 ps. It can be observed that the pressure histories provided by the re-
spective three models are almost the same before the cavitation collapse. The Cut-off model provided a
later cavitation collapse and a lower pressure surge, while the present model and Schmidt’s model
provided similar results.

5. Conclusions

Based on the assumption of homogeneous mixture of consisting of isentropic gas and liquid components,
a one-fluid cavitation model has been developed for the unsteady cavitating flow, where the cavitation
development is sustained mainly through pressure jump across the cavitation interface. Unlike the existing
one-fluid models as discussed in this work, where the EOS for the mixture is usually inconsistent with the
sound speed formulation, the present model is mathematically sound and physically reasonable. The
present model has been tested and verified by comparing to either analytical solution, experiments or other
numerical results and is very easy to extend and apply to multi-dimensions with no restraints placed on the
cavitation dimensions.

Appendix A

This is the proof for Corollary 2.5. Using (a) and (b) and Tait’s EOS, we have:
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N\ -UN
2 PC c
71; +D (A.1)
by

py(v))* + pl = pl(v))

To prove Corollary 2.5, one only needs to show that equality (A.1) has no root satisfying pf* < p5 < pl. We
note that the following function f(p)

—1/N

£(p) = pLl)? 5 +p—plel) - pt (A2)

has only one extreme, which is a minimum, located at

1+1/N

E) = (A3)

Thus, there are at most two roots for (A.2) located in the intervals of (—oo, p,) and (p,, co), respectively.
One of them is p}. Hence the proof of Corollary 2.5 is equivalent to showing that f is monotonous in (0, p.),
and f (0) and (fp.) have the same sign. The former condition is obviously held, as f is smooth and has only
one extreme. As for the latter conditions, we have f(0) = Np(M!)’[(p!/B)"" — 1] —p!. Because
(p}/B)l/N — 1 < pl/NB, it is easy to check that £(0) < 0 with the given condition. Solving (A.3) for p, and
substituting it into (A.2), one obtains

F(p.) = PHN M) ()™ — 1] ()™ D — 1 (A4)

It can be shown that for any 0 < M} < 1, f(p.) < 0. This concludes the proof. [
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